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• Energy spectrum

• Composition

• neutrinos/photons

• charged particles

• (Anisotropy: 
See talk by O. Deligny) 
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There are Cosmic Particle Accelerators 
out there that go up to > 1020 eV !! 

What/where are the accelerators? 
What is the nature of the CRs?

We need to determine: 
• Features in the energy spectrum 

• Ankle
• Suppression

• Abundance of particle species
  (known as mass composition) 

• Distribution of arrival directions
   (see Olivier Deligny‘s talk)

Details of nuclear and hadronic 
interactions unknown at high energies

Astroparticles: particles from 
astrophysical sources 

... The highest energy particles in the universe.

(UHECRs: E>1019eV)
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Interaction length  ~ 6 Mpc
Energy loss           ~ 20% / interaction

proton

Particle horizon: 
Greisen-Zatsepin-Kuzmin effect
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Photo pion production (Ep > 5x1019eV due to CMB) :

1 lyr = 9.46 × 1015 m
1 pc = 3.26 lyr  ~ π lyr

p+ γ3K → ∆+ → p+ π0 → . . .+ 2 γ

p+ γ3K → ∆+ → n+ π+ → . . .+ νµ + ν̄µ + νe

56Fe + γ3K → 55Fe + n

Photo dissociation

Universe becomes opaque 
for E>6 1019eV
Sources must be close (<100Mpc)!
If sources are universal:

Cut-off in CR spectrum



Accelerators for 1020eV protons
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Want LHC to accelerate protons 
up to 1020eV? LHC (Large Hadron Collider):

Circumfence of Mercury orbit

Courtesy M. Unger

rMerkur = 58 x106 km = 0.387 au
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Detection principle:
   Extensive air showers



The Pierre Auger Observatory 

• Auger: >400 authors from 17 countries

• Hybrid detector near Malargüe/Argentina

• Surface detector (SD): 1660 tanks deployed
                       

• All 4 fluorescence buildings (FD) complete
each with 6 telescopes
(plus 3 additional at higher elevation; low energies)

• 1st 4-fold on May 20th 2007
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A telescope and a water cherenkov station
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27 fluorescence (Schmidt) telescopes ...

                                                     ...1660 Water Cherenkov tanks

Surface detecor (FD):
+ High Statistics (24 hrs a day) 
+  Simple geometrical exposure 
– Calibration of Energy from EAS-simul.

Fluorescence detecor (FD):
+ High Resolution 
+ Low energy threshold
+ Calibration by laboratory expt‘s
- about 15 % duty cycle
- complicated aperture



The hybrid nature of Auger
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Courtesy Ralph Engel

Hybrid:
+ Well known calibration
+ Flat, well known aperture
+ Low energy threshold

FD is thus used to calibrate SD



4-fold event

#6399475
~20 EeV 
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SD spectrum:
 Energy calibration with the fluorescence detector

4 C. DI GIULIO et al. SURFACE DETECTOR ENERGY CALIBRATION
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Fig. 6. Correlation between lg S38 and lg EFD for the 795 hybrid
events used in the fit. The line represents the best fit.

described in [19]. Additionally, the wavelength depen-

dent response of the fluorescence telescopes (3%), the

uncertainties on measurements of the molecular optical

depth (1%), on the measurements of the aerosol optical

depth (7%) and on multiple scattering models (1%)

are included in the overall systematic uncertainty. The

invisible energy correction contributes 4% to the total

systematic uncertainty of 22% [20].

V. OUTLOOK

The energy calibration of the surface detector array

was obtained with measurements of the fluorescence

telescopes and a detailed study of the uncertainties

was given. Several activities are on-going to reduce the

systematic uncertainties of the energy estimate, e.g. the

longitudinal profile reconstruction method and the un-

certainty of the fluorescence yield. The spectrum derived

from data of the surface detector array is calibrated using

the method presented in this paper and compared with

a spectrum based on measured hybrid data in [21].
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~50 EeV

Fractional difference
for 795 events

Nagano et al. FY
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Note: 
Both S38° and ESD are
determined experimentally.
We do not rely on shower
simulation.
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Measurement of the cosmic ray energy spectrum above 1018 eV

using the Pierre Auger Observatory

F. Schüssler∗ for the Pierre Auger Collaboration†

∗ Karlsruhe Institute of Technology, Karlsruhe, Germany
† Observatorio Pierre Auger, Av. San Martin Norte 304, 5613 Malargüe, Argentina

Abstract. The flux of cosmic rays above 1018 eV
has been measured with unprecedented precision

using the Pierre Auger Observatory. Two analysis

techniques have been used to extend the spectrum

downwards from 3 × 1018 eV, with the lower en-
ergies being explored using a novel technique that

exploits the hybrid strengths of the instrument.

The systematic uncertainties, and in particular the

influence of the energy resolution on the spectral

shape, are addressed. The spectrum can be described

by a broken power-law of index 3.3 below the

ankle which is measured at lg(Eankle/eV) = 18.6.
Above the ankle the spectrum is described by a

power-law ∝ E−2.6 and a flux suppression with

lg(E1/2/eV) = 19.6.
Keywords: Auger Energy Spectrum

I. INTRODUCTION

Two independent techniques are used at the Pierre

Auger Observatory to study extensive air showers cre-

ated by ultra-high energy cosmic rays in the atmosphere,

a ground array of more than 1600 water-Cherenkov

detectors and a set of 24 fluorescence telescopes. Con-

struction of the baseline design was completed in June

2008. With stable data taking starting in January 2004,

the world’s largest dataset of cosmic ray observations

has been collected over the last 4 years during the

construction phase of the observatory. Here we report

on an update with a substantial increase relative to the

accumulated exposure of the energy spectrum measure-

ments reported in [1] and [2].

Due to its high duty cycle, the data of the surface

detector are sensitive to spectral features at the highest

energies. Its energy scale is derived from coincident

measurements with the fluorescence detector. A flux

suppression around 1019.5 eV has been established based

on these measurements [1] in agreement with the HiRes

measurement [3].

An extension to energies below the threshold of

1018.5 eV is possible with the use of hybrid observations,

i.e. measurements with the fluorescence detectors in

coincidence with at least one surface detector. Although

statistically limited due to the duty-cycle of the fluo-

rescence detectors of about 13%, these measurements
make it possible to extend the energy range down to

1018 eV and can therefore be used to determine the

position and shape of the ankle at which the power-

law index of the flux changes [4], [5], [6], [7]. A

precise measurement of this feature is crucial for an

understanding of the underlying phenomena. Several

phenomenological models with different predictions and

explanations of the shape of the energy spectrum and the

cosmic ray mass composition have been proposed [8],

[9], [10].

II. SURFACE DETECTOR DATA
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Fig. 1. Energy spectrum derived from surface detector data calibrated
with fluorescence measurements. Only statistical uncertainties are
shown.

The surface detector array of the Pierre Auger Obser-

vatory covers about 3000 km2 of the Argentinian Pampa

Amarilla. Since its completion in June 2008 the expo-

sure is increased each month by about 350 km2 sr yr
and amounts to 12, 790 km2 sr yr for the time period
considered for this analysis (01/2004 - 12/2008). The

exposure is calculated by integrating the number of

active detector stations of the surface array over time.

Detailed monitoring information of the status of each

surface detector station is stored every second and the

exposure is determined with an uncertainty of 3 % [1].

The energy of each shower is calibrated with a subset

of high quality events observed by both the surface

and the fluorescence detectors after removing attenuation

effects by means of a constant-intensity method. The

systematic uncertainty of the energy cross-calibration is

7% at 1019 eV and increases to 15% above 1020 eV [11].

Due to the energy resolution of the surface detector

data of about 20%, bin-to-bin migrations influence the

Page 6

SD energy spectrum

35,250 SD events
with E > 3·1018 eV

Corrected for energy
resolution 
 - energy dependent
 - less than 20% over 
  the full range

Energy scale 
Uncertainty: 22%
(Fluorescence yield,
 Calibration, reconstr.)  

Update of PRL 101, 061101 (2008)

11



Hybrid spectrum

12

2 F. SCHÜSSLER (PIERRE AUGER COLLABORATION) AUGER ENERGY SPECTRUM
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Fig. 2. Comparison between hybrid data and the Monte Carlo
simulations used for the determination of the hybrid exposure.

reconstruction of the flux and spectral shape. To correct

for these effect, a simple forward- folding approach was

applied. It uses MC simulations to determine the energy

resolution of the surface detector and derive the bin-to-

bin migration matrix. The matrix is then used to derive

a flux parameterisation that matches the measured data

after forward-folding. The ratio of this parameterisation

to the folded flux gives a correction factor that is applied

to data. The correction is energy dependent and less than

20% over the full energy range.

The derived energy spectrum of the surface detector is

shown in Fig. 1 together with the event numbers of the

underlying raw distribution. Combining the systematic

uncertainties of the exposure (3%) and of the forward
folding assumptions (5%), the systematic uncertainties
of the derived flux is 5.8%.

III. FLUORESCENCE DETECTOR DATA

The fluorescence detector of the Pierre Auger Obser-

vatory comprises 24 telescopes grouped in 4 buildings

on the periphery of the surface array. Air shower obser-

vations of the fluorescence detector in coincidence with

at least one surface detector permit an independent mea-

surement of the cosmic ray energy spectrum. Due to the

lower energy threshold of the fluorescence telescopes,

these ’hybrid’ events allow us to extend the range of

measurement down to 1018 eV.
The exposure of the hybrid mode of the Pierre Auger

Observatory has been derived using a Monte Carlo

method which reproduces the actual data conditions of

the observatory including their time variability [12].

Based on the extensive monitoring of all detector com-

ponents [13] a detailed description of the efficiencies

of data-taking has been obtained. The time-dependent

detector simulation is based on these efficiencies and

makes use of the complete description of the atmo-

spheric conditions obtained within the atmospheric mon-

itoring program [14]. For example, we consider only

time intervals for which the light attenuation due to
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aerosols has been measured and for which no clouds

have been detected above the observatory [15].

As input to the detector simulation, air showers are

simulated with CONEX [16] based on the Sibyll 2.1 [17]

and QGSJetII-0.3 [18] hadronic interaction models, as-

suming a 50% − 50% mixture of proton and iron

primaries. Whereas the derived exposure is independent

of the choice of the hadronic interaction model, a sys-

tematic uncertainty is induced by the unknown primary

mass composition. After applying restrictions to the

fiducial volume [19], the systematic uncertainty related

to the primary mass composition is 8% at 1018 eV and

becomes negligible above 1019 eV (see [12] for details).

Additional requirements limit the maximum distance

between air shower and the fluorescence detector. They

have been derived from comparisons between data and

simulated events and assure a saturated trigger efficiency

of the fluorescence detector and the independence of

the derived flux from the systematic uncertainty of

the energy reconstruction. In addition, events are only

selected for the determination of the spectrum if they

meet certain quality criteria [12], which assure an energy

resolution of better than 6% over the full energy range.

Extensive comparisons between simulations and cos-

mic ray data are performed at all reconstruction levels.

An example is the agreement between data and MC

in the determination of the fiducial distance shown in

Fig. 2. Additional cross-checks involve laser shots fired

into the field of view of the fluorescence telescopes from

the Central Laser Facility [20]. They have been used to

verify the accuracy of the duty cycle.

The design of the Pierre Auger Observatory with

its two complementary air shower detection techniques

offers the chance to validate the full MC simulation

chain and the derived hybrid exposure using air shower

observations themselves. Based on this end-to-end ver-

ification, the calculated exposure has been corrected

by 4%. The total systematic uncertainty of the derived
hybrid spectrum is 10% at 1018 eV and decreases to

about 6% above 1019 eV.

Page 7

Energy resolution<6%
Overall syst. uncert. 
(exposure):
•10% @ 1018eV
•  6% @ 1019eV

Energy scale 
uncertainty:  22%
- Fluorescence yield 14%
- Reconstruction 10% 
- Calibration 9.5%



The Auger spectrum
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-3.26 -2.59

-4.3

Ankle 4 EeV

Steepening 
30 EeV

Physics Letters B 685 (2010) 239–246

Ankle at 4 EeV:
Transition from galactic to extra-galactic CRs?
Steepening at 30 EeV:
Max. energy of accel. or propagation?

22% syst. uncertainty on FD 
energy scale
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FD Results

! 〈Xmax〉 and RMS vs E
! resolution correction

! broken line fit:

slopes D [g/cm2
/decade]

! comparison to air shower

simulations

! published HiRes data

(update cf. Pierre’s talk)
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FIG. 4: Results of fitting HiRes stereo data Xmax distribution to Gaussian truncated at 2×RMS

(black points). Superimposed are expectations based on QGSJET-II proton (squares) and iron

(triangles) Monte Carlo. Monte Carlo points are shown with small offsets in energy to provide

separation.

edge the contributions from the technical staffs of our home institutions. The cooperation

of Colonels E. Fischer, G. Harter and G. Olsen, the US Army, and the Dugway Proving

Ground staff is greatly appreciated.

Note added. — In a recent paper [31], the Pierre Auger collaboration draws different

conclusions as to the composition of the highest energy cosmic rays.

[1] R. U. Abbasi et al., Phys. Rev. Lett. 100, 101101 (2008).

[2] J. Abraham et al., Phys. Rev. Lett. 101, 061101 (2008).
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[6] V. Berezinsky, in Proc. 30th Intl. Cosmic Ray Conference (Merida, Mexico, 2007).

10

FIG. 3: HiRes stereo <Xmax> compared with the predictions for QGSJET01, QGSJET-II and

SIBYLL protons and iron after full detector simulation. The number of events in each energy bin

is displayed below the data point.

Due to detector, reconstruction, and event selection acceptance effects, the proton and

iron “rails” in Fig 3 are shifted relative to the raw CORSIKA predictions. However, we find

that the shift in meanXmax for QGSJET01 and QGSJET-II protons is independent of energy

to approximately 1.8 g/cm2/decade. We assign a systematic uncertainty of 2.7 g/cm2/decade

to the elongation rate based on small variations of event selection cuts. Uncertainties in

the energy do not have a large effect on elongation rate results due to the logarithmic

energy scale. The choice of VAOD was the main systematic in a previous elongation rate

analysis [28], however the use of an hourly atmospheric database in the present analysis

renders this source of systematics negligible.

The phototube pointing directions have been confirmed by studies using stars [29] to

within 0.3◦, corresponding to a shift in Xmax of approximately 15 g/cm2. Averaging over

mirrors, this contributes a net uncertainty of 3.3 g/cm2 to the value of <Xmax>. The

subtraction of the Cherenkov light from the phototube signal can introduce an uncertainty

in Xmax due to uncertainties in electron multiple scattering. Previous studies [28] in which

the width of the Cherenkov beam was varied by 2◦ (1 σ) indicated negligible effect on the

8

Indications of Proton-Dominated Cosmic Ray 
Composition above 1.6 EeV

HiRes Collab. Phys.Rev.Lett.104:161101,2010

15

〈Xmax〉and RMS vs E

   - vs simulations 

Clear trend to heavier 
elements?

Elemental 
composition: FD

Telescope array (TA) may sheed light 
on HiRes results
 (HiRes + 3 add. Telescopes 
  + scint. Array of 600km2)



Photon flux limit
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•   All top-down production models strongly constrained  

•   GZK photons: 0.1% (95% C.L.) accessible after 20 years of Auger SD?  
If Auger North built, can be reached in 10 years (arXiv:0906.2347)  
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Neutrino flux limits
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New developments
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Existing tank array 1500m

Nancy Rodrigo

Mela

Luisa Pea Rosalia

Abelardo

Feche

Tromen

El Cenizo

El Mataco

Romelia Hilda

Infill array 750m
42 additional detectors 
Area ~ 23.5 km

Coihueco FD

HEAT

HEAT (FD): 
- 3 telescopes at 30-60° in elevation
- Lower energy threshold
- Composition study at the transition region

AMIGA 
(nested SD & additional muon counters): 
- 750m spacing
- Infill SD stations
- 35qm muon counter

Radio:
- Establishing the selftriggering radio technique 
(MHz range)



Summary
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Auger collects data with an annual exposure of 7000 km2 sr yr
Largest statistics and highest quality ever

Spectrum: 
- ankle and steepening seen 

at ≈ 4.1 x 1018 and ≈ 3.9 x 1019 eV
with model-independent measurement and analysis.

ankle: 	

 transition galactic to extra-galactic? (HEAT, infill SD) 
cut-off: 	

 likely GZK cut-off,    hint that UHECRs are protons?

Mass composition: 
- upper limits on photons and neutrinos,

i.e. most top-down scenarios of CR origin rejected
- hint at mixed / heavy nuclear composition 

at high energies
(Suffering from Xmax statistics in GZK-energy range)

Outlook:
The Observatory is being extended to a multi-hybrid 
observatory allowing high quality measurements also below ankle
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There are Cosmic Particle Accelerators 
out there that go up to > 1020 eV !! 

What/where are the accelerators? 
What is the nature of the CRs?

We need to determine: 
• Features in the energy spectrum 

• Ankle
• Suppression

• Abundance of particle species
•Distribution of arrival directions

Details of nuclear and hadronic 
interactions unknown at high energies

Galactic cosmic rays

Extragalactic cosmic rays

???

Astroparticles: particles from 
astrophysical sources 

... The highest energy particles in the universe.

(UHECRs: E>1019eV)



Astrophysical candidates
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Emax ∝ ZβsBL

Z: charge of the CR
ß:  shock velocity 
B:  magnetic field strength
L:  size of the accel. region

... Or top down 
mechanims

Hillas diagram (Blümer 2000)



Modelling ankle and suppression
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Ankle as pair production signature
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FIG. 6: Dip calculated in the models with cosmological evolution. The parameters of evolution used in the calculations for
curves 1 and 2 are close to those observed for AGN. The curve 3 is the universal spectrum with m = 0.

with m = 2.7 and m = 4.2, respectively and with zc ≈ 1.2 for both cases. In [36] the pure luminosity evolution is
considered as preferable with m = 3.2 and zc = 1.2. These authors do not distinguish between different morphological
types of AGN. It is possible that some AGN undergo weak cosmological evolution, or no evolution at all. For instance
BL Lacs, which are suspected as sources of observed UHECR [28], show negative evolution (m < 0) [37], which should
be most probably interpreted as weak or absent evolution.

The effect of the evolution of the sources of UHECR on the shape of the dip was discussed in [6] and in a recent
review [38]. In the case of UHECR there is no need to distinguish between luminosity and density evolution, because
the diffuse flux is determined by the comoving energy-density production rate (emissivity) L = Lpns , where Lp is
the cosmic ray luminosity and ns is the space density of the sources.

In Fig. 6 we present the calculated spectrum for evolutionary models, inspired by the data cited above. For
comparison we show also the case of absence of evolution m = 0. As our calculations show, in most cases the negative
evolution (m < 0) results in the same shape of the dip as the no-evolution case m = 0.

The universal spectra, obtained for sources evolving up to zc > 1, fit the observational data down to E ∼ 3×1017 eV
and even at lower energies. However, for reasonable magnetic fields in the intergalactic medium, protons with these
energies have small diffusion lengths and the universal spectrum fails at E < 1×1018 eV, exhibiting a diffusion ’cutoff’
that starts at energy Ecr.

We conclude that at present evolutionary models fit the shape of the dip as well as models without evolution
(m = 0).

4. Energetics

The universal spectrum, which fits the observed dip, requires an injection spectrum with a slope γg = 2.6−2.7. The

normalization to the observed flux needs the emissivity (energy-density production rate) at t = t0 L0 ∝ E
−(γg−2)
min ,

where Emin is the minimum acceleration energy. For low Emin ∼ 1 GeV the required emissivity is too high. In order
to prevent this energetic crisis, it was suggested phenomenologically in Refs. [6] and [39] that the generation rate per

1016 10181017 1019 1020

Energy    (eV)

(Aloisio, Berezinsky et al., 2004)

Steep injection spectrum

dNinj

dE
∼ E−2.7

Energy of BH dip only
weakly model dependent

(Aloisio, Berezinsky et al., 2004)

Hillas´ model of cosmic ray flux

EG no losses

EG total

(Hillas J. Phys. G31, 2005)

dNinj

dE
∼ E−2.3

p ... Fe as UHECR

Need additional ``component B´´

Scaled all-particle spectrum

(Hillas J. Phys. G31, 2005)



Communications 
Antenna

Electronics
enclosure

Battery Box

3x9“ PMTs Plastic tank
12t of water

Solar panel

GPS antenna

The surface detector
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• 1600 Water Cherenkov tanks
(1.2 m height, 10 m2 area) 

• 12,000 ltrs of purified Water 

• Three 9“ PMTs 

• 40 MHz FADCs 

• solar powered 

• GPS based timing 

• micro-wave communication 



The fluorescence detector

3.4 meter radius
segmented mirror

440 pixels
camera

Aperture stop
and optical filter
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FD-mono SD-only FD+SD (Hybrid) SD (Hyb calib)

Angular 
resolution

~3-5° ~1-2° ~0.5° ~1-2°

Aperture
dependent on

detector MC and atmosph. 
cond. 

purely geometric, A 
and model free

dependent on
detector MC and 
atmosph. cond. 

purely geometric, 
A and model free

Energy approx. A and 
model free

A and model 
dependent

approx.  A and 
model free

approx.  A and 
model free

Duty cycle ~13% ~100% ~13% 100%

Experiment Fly‘s Eye, HiRes I, Hires II AGASA, 
Haverah Park

Auger Auger

The hybrid era
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4-fold event

#6399475
~20 EeV 
θ=41°

27



4-fold event

#6399475
~20 EeV 
θ=41°
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SD reconstruction
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FD reconstruction
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Geometrical reconstruction

times, ti, at angles χi, are key to finding Rp

Sh
ow

er 
De

tec
tor

 Pl
an

e

Ground Plane
FD

t0
Rp

χi

χ0

shower front

Ŝ
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Hybrid resolution
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The Hybrid Concept III - Brass Hybrid Events

FD events with at least one triggered tank
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Francesco Salamida University of L’Aquila & INFN The Hybrid Exposure and Spectrum of the Pierre Auger Observatory

FD only                                          ~ 500 m
FD + 1 station                                  ~ 50 m
Hybrid energy resolution ~ 8% above 10 EeV
Hybrid Xmax resolution                  ~20 g/cm2

away by neutrinos and high energy muons [13]. After quality selec-
tion, the energy resolution (defined as an event-to-event statistical
uncertainty) of the fluorescence detector is better than 10% [5].
This value has been calculated from simulations and has been cross
checked with hybrid-stereo events, i.e. those events which are
detected and reconstructed in hybrid mode by more than one
FD-site[3]. The energy resolution turned out to be energy independent
in the whole range.

Systematic uncertainties in the energy determination are
related to the detector, to the atmosphere and to the reconstruc-
tion procedure. They are summarized in Table 1. All these uncer-
tainties are found to be independent. A total uncertainty of about
22% [6] is estimated by summing the individual contributions in
quadrature.

3. Energy spectrum with hybrid events

The aperture of a cosmic ray instrument is per se a figure of
merit of its observation capability. The time integrated aperture

is commonly referred to as the exposure. In this section we discuss
the relevance of the exposure for the energy spectrum measure-
ment. This is of particular concern in the case of a detection based
on fluorescence, such as the hybrid case, where the time variations
of the detection and the inherent energy dependence make an
accurate determination of the exposure a key task.

The flux of cosmic rays J as a function of energy is defined as:

JðEÞ ¼ d4Ninc

dEdAdXdt
’ DNselðEÞ

DE
1

EðEÞ
; ð1Þ

where Ninc is the number of cosmic rays with energy between E and
E + dE incident on a surface element dA, within a solid angle dX and
time dt. DNsel(E) is the number of detected events passing the selec-
tion criteria in the energy bin centered around E, having width DE.
EðEÞ represents the energy-dependent exposure of the detector at
the same selection level.

The exposure, as a function of the energy of primary particle,
can be written as:

EðEÞ ¼
Z

T

Z

X

Z

Sgen
eðE; t; h;/; x; yÞ cos hdSdXdt ¼

Z

T
AðE; tÞdt; ð2Þ

where e is the detection efficiency including the different steps of
the analysis, i.e. trigger, reconstruction and quality cuts, and
dS = dx $ dy is the horizontal surface element. dX = sinhdhd/ and
X are respectively the differential and total solid angles. The gener-
ation area Sgen has been chosen large enough to exclude any possi-
ble event detection and reconstruction outside it. AðE; tÞ is the
instantaneous aperture of the detector which depends on the detec-
tor configuration at the time t.

The detector configurations of the Observatory have been con-
tinuously changing over the period of data collection for the hybrid
spectrum. As construction of the SD progressed, the number of sta-
tions in operation increased. Furthermore, even in a steady config-
uration, some SD stations are temporarily out of service at any one
time. The SD status is monitored by updating each second the list
of ‘‘active” stations. In principle the change in SD configuration is
straightforward to handle since the aperture is proportional to a
geometric area. In the case of a single missing SD station, the effec-
tive area is slightly changed by about 2 km2 at full efficiency [4].

The FD detector configuration also changed with time during
the construction phase, with the number of telescopes changing
from 12 to 24. In addition, a correction ring lens was added to each
telescope during the first two years of data taking. Thus, parts of
the data have been collected with different optical configurations.
During nightly operations individual telescopes are sometimes
deactivated because of increasing sky brightness, bad weather con-
ditions or hardware failures. Finally, the FD response is influenced
by atmospheric conditions such as the concentration of aerosols
and cloud coverage.

To properly take into account all the detector configurations
and their time variability a sample of events which reproduce
the exact conditions of the experiment (i.e. its actual sequence of
configurations and on-time) has been simulated. This method, re-
ferred to as Time Dependent Detector Simulation, is described in
the next sections. Given a set of N simulated events generated on
an area Sgen within the time interval T, the exposure Eq. (2) can
be calculated numerically via

EðErecÞ ¼ 2pSgenT
X

i

nðErec; cos hiÞ
NðEgen; cos hiÞ

cos hiD cos hi; ð3Þ

where n denotes the number of events that fulfill the selection cri-
teria described in Section 6. The exposure is calculated as a function
of reconstructed energy, Erec, to correct for distortions of the steep

Table 1
Current estimates of the systematic uncertainties affecting energy reconstruction.
Values from [6].

Uncertainty % Uncertainty %

Fluorescence yield (FY) 14 Quenching effect on
FY

5

FD absolute calibration 9 FD wavelength
response

3

Molecular attenuation 1 Aerosol attenuation 7
Multiple scattering

model
1 FD reconstruction

method
10

Invisible energy 4

Total 22

x [km]
3 4 5 6 7 8

y 
[k

m
]
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3

4

5

6

Los Morados

Fig. 1. Determination of the impact point at the ground for a single event using
both the mono and hybrid reconstruction methods. The event has been detected by
the Los Morados FD site: the downward-going arrow points towards the direction
of the site and the two lines show the uncertainty of the SDP plane at ground level.
The small (long) elongated ellipse represents the uncertainty on the core position in
the hybrid (mono) reconstruction. The arrows indicate the reconstructed directions
in the two cases, their length being proportional to the sine of the reconstructed
zenith angle. The open (full) circles show the active (triggered) SD stations.
Triggered stations are shown with a radius proportional to the logarithm of the
signal.

372 P. Abreu et al. / Astroparticle Physics 34 (2011) 368–381



How to determine the spectrum
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Flux measurement 

E:        straight forward from FD,
             but FD only active for 10% of time

          model dependent from SD,
          SD active for 100% of time

get energy calibration from FD
for high statistics from SD

A, E:   directly from size of SD
          above 3x1018 eV

J(E) =
d4N(E)

dE dA dΩ dt
� 1

∆E

∆N(E)

E(E)



Hybrid exposure  
(Hybrid=FD+SD information)
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Sys. uncert. <8% @ 1018eV
Negligible at higher energies
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Fig. 5. The hybrid exposure for proton (solid dot) and iron (open squares) primaries derived from Monte Carlo simulation. The relative
difference between pure proton(iron) exposure and a mixed composition exposure is shown in the lower panel.

in the same way as for data. The following quality

cuts have been designed and used also for the hybrid

spectrum.

A first set is based on the quality of the geometrical

reconstruction:

• reconstructed zenith angle less than 60◦;

• station used for the hybrid reconstruction lying

within 1500 m from the shower axis;

• energy dependent core-FD site distance according

to [17];

• energy dependent field of view according to [18].

A second set of cuts is based on the quality of the

reconstructed profile:

• a successful Gaisser-Hillas fit with χ2/Ndof < 2.5

for the reconstructed longitudinal profile.

• minimum observed depth < depth at shower max-

imum (Xmax) < maximum observed depth;

• events with relative amount of Cherenkov light in

the signal less than 50%;

• energy reconstruction uncertainty less than 20%;

A final set of cuts is based on the quality of the

atmospheric conditions:

• measurement of atmospheric parameters available

[19], [9];

• cloud coverage from Lidar measurements [9] lower

than 25%.

The reliability of quality cuts has been checked by

comparing the distributions of data and Monte Carlo

for all the relevant shower observables. The fraction

of selected hybrids events is shown in Figure 3 as a

function of time. In this plot both the growing of the

hybrid detector and the seasonal trend of the hybrid

data taking efficiency are visible. As an example the

distributions of the measured zenith angle for both data

and Monte Carlo are shown in Figure 4. In this plot only

the events passing the quality cuts are shown. Data are

in an agreement with simulations.

V. RESULTS

The hybrid exposure is shown in Figure 5 both for

proton (solid dot) and iron (open squares) primaries.

The black arrow indicates the region above 1018 eV

where the exposure is used for the measurement of the

hybrid spectrum. The exposure has been corrected for

a 4% systematic inefficiency derived from the analy-

sis of Central Laser Facility [19] shots. The residual

difference between pure proton/iron exposure and a

mixed composition (50% proton - 50% iron) one is

about 8% at 1018 eV and decreases down to 1% at

higher energies. The dependence of the exposure on the

hadronic interaction model has been studied in detail

by comparing the exposures obtained respectively with

QGSJet-II and Sibyll 2.1 Monte Carlo events. The result

shows that this effect is negligible.

The design of the Pierre Auger Observatory with

its two complementary air shower detection techniques

offers the chance to validate the full Monte Carlo

simulation chain and the derived hybrid exposure with

air shower observations themselves. Based on this end-

to-end comparison the hybrid event rate from data has

shown a discrepancy of 8% with respect to Monte Carlo

Page 20

Full efficiency 
(FD triggers send to SD)

SD full efficiency 

J(E) =
d4N(E)

dE dA dΩ dt
� 1

∆E

∆N(E)

E(E)



Energy determination with FD

FD energy: statistical uncertainty <6%
determined with
• detector simulation
• validated by stereo events

FD energy: systematic uncertainty ~22%

Systematic

Source uncertainty Comment

Fluorescence yield 14% Nagano + AIRFLY

P,T and humidity

effects on yield 7%

Calibration 9.5% Calib. source, laser

Atmosphere 4%

Reconstruction 10% Optical spot, Lat. Ch. dist.

Invisible energy 4% Model dependence

Total 22%
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Constant Intensity Cut 4.2 S(1000 m) integrated spectra

S(1000 m)[VEM]
10 20 30 40 50 60 70

in
te

n
si

ty
 [

a.
u

.]

210

3
10

° >51!> ° 57

° >45!> ° 51

° >39!> ° 45

° >34!> ° 39

° >27!> ° 34

° >19!> ° 27

° > 0!> ° 19

(a) power law fit

S(1000 m)[VEM]
10 20 30 40 50 60 70

(1
0
0
0
 m

)*
 i

n
te

n
si

ty
 [

a.
u
.]

2
S

20

30

40

50

60

70

80

(b) power law fit, scaled

Figure 4.3: Intensity,i.e. number of events above a certain S(1000m), versus S(1000m) for equal cos2 θ
intervals, assuming a simple power law behavior (Eq. (4.2.1)). The data points under the dashed line
are not used in the fit.

4.2 S(1000 m) integrated spectra

To observe any change with energy of the zenith angle dependency of S(1000 m) it is instructive
to look at the integrated spectra for different zenith angles. All changes of the spectral
indices in the cosmic ray differential flux are reflected also in S(1000 m) distributions. A first
estimation of spectral features can be made.

In Fig. 4.3(a) the intensity as a function of S(1000 m) for different zenith angles is shown. The
expected dependency of the energy on the shower size is a simple power law. In the hypothesis
that there are no spectral features expected in the energy spectrum, the data should be well
described by

f1(Si, k) = ζ(k)Sγ1(k)
i (4.2.1)

where k defines equal-cos2 θ intervals. Moreover, assuming that the attenuation curve is
constant with energy then γ1(k) should be the same for all zenith angle intervals.

For each zenith angle interval k, ζ(k) and γ1(k) were obtained. The intensity, scaled with
S(1000 m)2 to enhance eventual spectral features is shown in Fig. 4.3(b). As expected there
are 2 deviations from the power law, first in the region of 10− 20 VEM, and the second at
40− 60 VEM, which are the equivalent of the ankle and the flux suppression in the cosmic
ray flux.

A broken power law is more appropriate to describe the S(1000m) spectra

f2(Si, k, I0(k)) =







ζ(k) Sγ1(k)
i for Si < S(I0(k))

ζ(k)
γ2(k)
γ1(k) I0(k)

1−
γ2(k)
γ1(k) Sγ2(k)

i for Si > S(I0(k)),
(4.2.2)

where I0(k) is the break position. To avoid the last change of the spectral index, due to the
flux suppression, data points having an intensity lower than 250 events are rejected in the fit.
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4.2 S(1000 m) integrated spectra Constant Intensity Cut
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(a) broken power law fit (34◦ < θ < 39◦)
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(b) broken power law fit
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Figure 4.4: Intensity above a certain S(1000m) versus S(1000m) for equal cos2 θ intervals.

Any change of the indices of the power laws with the zenith angle, or of the break intensity
will result in an energy dependent attenuation curve.

The first power law index varies mainly because of the trigger threshold behavior with zenith
angle, described in Section 7.1. The zenith angle bin where the threshold saturation is achieved
first is for θ ≈ 35◦. The scaled intensity versus S(1000 m) of this zenith angle bin is shown
in Fig. 4.4(a). The spectrum for this zenith angle will be used as default one for the next
analysis.

The first step is to fix the slopes γ1(k) and γ2(k) to standard values and let the break position
I0(k) vary as a parameter. The result is shown in Fig. 4.4(b). The intensity (marked with
black crosses) is dependent on zenith angle. This indicates that there is a slope difference at
large S(1000 m) values for the different equal cos2 θ spectra.

The next step is to fix I0 and only γ2, the spectral index at high S(1000 m), is a free
parameter in the minimization. γ1 is fixed to avoid threshold effects (Fig. 4.5(a)). The
second slope at large S(1000 m) as a function of zenith angle is shown in Fig. 4.5(b). The
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Fig. 6. Correlation between lg S38 and lg EFD for the 795 hybrid
events used in the fit. The line represents the best fit.

described in [19]. Additionally, the wavelength depen-

dent response of the fluorescence telescopes (3%), the

uncertainties on measurements of the molecular optical

depth (1%), on the measurements of the aerosol optical

depth (7%) and on multiple scattering models (1%)

are included in the overall systematic uncertainty. The

invisible energy correction contributes 4% to the total

systematic uncertainty of 22% [20].

V. OUTLOOK

The energy calibration of the surface detector array

was obtained with measurements of the fluorescence

telescopes and a detailed study of the uncertainties

was given. Several activities are on-going to reduce the

systematic uncertainties of the energy estimate, e.g. the

longitudinal profile reconstruction method and the un-

certainty of the fluorescence yield. The spectrum derived

from data of the surface detector array is calibrated using

the method presented in this paper and compared with

a spectrum based on measured hybrid data in [21].
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Fig. 6. Correlation between lg S38 and lg EFD for the 795 hybrid
events used in the fit. The line represents the best fit.

described in [19]. Additionally, the wavelength depen-

dent response of the fluorescence telescopes (3%), the

uncertainties on measurements of the molecular optical

depth (1%), on the measurements of the aerosol optical

depth (7%) and on multiple scattering models (1%)

are included in the overall systematic uncertainty. The

invisible energy correction contributes 4% to the total

systematic uncertainty of 22% [20].

V. OUTLOOK

The energy calibration of the surface detector array

was obtained with measurements of the fluorescence

telescopes and a detailed study of the uncertainties

was given. Several activities are on-going to reduce the

systematic uncertainties of the energy estimate, e.g. the

longitudinal profile reconstruction method and the un-

certainty of the fluorescence yield. The spectrum derived

from data of the surface detector array is calibrated using

the method presented in this paper and compared with

a spectrum based on measured hybrid data in [21].
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SD Exposure
Data period:
1 Jan 2004 - 31 Mar 2009
154 Tanks  -  >1600 Tanks

7.1 SD energy spectrum Energy Spectrum

Figure 7.1: Schematic view of the area (shaded region) where the shower core must be located inside
an elementary hexagonal cell in order to pass the T5 trigger (left: full hexagon; right: hexagon with
a missing vertex [187]).

(a) zenith angle dependence (b) trigger dependence

Figure 7.2: (a) Effective detection surface as a function of energy for proton showers at different zenith
angles. (b) Aperture saturation curves for proton or iron induced showers [187].

The threshold energy was deduced from the so called Lateral Trigger Probability (LTP)
function, giving the individual tank ToT trigger probability [187, 191] as a function of the
distance of the station to the shower axis for different energy, zenith angle, and azimuth of
showers induced by different primary particles. From the LTPs the trigger probability is

PT4 = 1 − P (0)



1 +
∑

i

Pi

Qi
+

∑

j>i

Pi

Qi

Pj

Qj
+

∑

aligned

Pi

Qi

Pj

Qj

Pk

Qk



 (7.1.1)

where i, j and k ∈ [1, 7] (only in aligned configuration for the last term), Pi is the probability
that tank i triggers, Qi = 1−Pi (probability that it does not trigger) and P (0) = Q1 ·Q2 ·...·Q7

(probability that not a single tank triggers). The relative aperture to the total one for proton
and iron induced showers as a function of energy, without any scaling is shown in Fig. 7.2.
From this study the SD detection efficiency is 1 above 3 EeV and 7EeV for the 3ToT and

100

�trigger = 100% for E > 3 · 1018 eV

Integrated exposure: 12,790 km2 sr year 
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the input parameters to generate the muon density maps [7]. The hadronic
model chosen is the QSGJET 2001 [8].

The magnetic field bends the muon trajectories by the Lorentz force
creating complicated muon density patterns at ground level. The muon
lateral distribution loses the natural cylindrical symmetry, and the tools
developed for vertical showers to find the core position and the primary
energy are not valid for horizontal showers. As an example, in the left panel
of Fig. 5.1 we show a muon density map simulated with AIRES using 500
proton showers of E=10 EeV, zenith angle 86◦ and azimuth angle 0◦ (AIRES
coordinates) without magnetic field, and in the right panel with magnetic
field. The pattern observed in the right panel is due to the deflection of the
positive and negative charge muon by the magnetic field.
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Figure 5.1: Left panel. Muon density map in the shower plane without magnetic
field for a proton primary of E=10 EeV at zenith angle 86◦ and azimuth angle 0◦.
Right panel. The same but with magnetic field.

The radius of the curvature, R, of the muon trajectory in the magnetic
field !B can be calculated using:

R =
p

eB
T

≈
Eµ

ceB
T

, (5.1)

where B
T

is the component of the B field perpendicular to the muon
trajectory. The geomagnetic deviation of the muon trajectory from that
expected in absence of magnetic field can be approximately expressed by:
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Fig. 3. The N19 parameter as a function of the FD energy in EeV.
The line is the calibration fit with parameters a = −0.72± 0.03 and
b = 0.94 ± 0.03, see the text.

In this way, the zenith angle dependence of the shower

size parameter is automatically taken into account. The

uncertainty in the determination of N19 has been splitted

in three terms:

σ2
N19

= σ2
stat + σ2

θ + σ2
sh; (1)

where σstat is the statistical uncertainty, obtained from

the maximum likelihood, σθ is the uncertainty in N19

due to the angular reconstruction uncertainty, and σsh is

the uncertainty due to the shower–to–shower fluctuations

in the number of muons. For the high energy showers

considered in this work (E > 6.3 × 1018 eV), σstat <
10%, σθ < 6% and the shower–to–shower fluctuations

induce a fluctuation of the order of 18 % in N19, making

an overall uncertainty of the order of 22 %.

In figure 2, we show the distribution of sin2(θ) of
events with N19 > 1 and 0.4 < N19 < 1. It can be seen
that the distribution for N19 > 1 is flat, showing that
the array is fully efficient for N19 > 1 (E > 6.3× 1018

eV).

In addition, systematic uncertainties in the determi-

nation of N19 have been estimated as follows. Several

models of the reconstruction procedure are taken into

account, including different muon map implementations

(generated with Aires and CORSIKA) [1], [13], detector

responses, and minimisation procedures. In the present

work, two independent reconstruction codes (called A

and B) have been used with different muons maps and

tank responses. From this, a systematic uncertainty of

the order of 20% is obtained for the N19. Below, we

will show that most of this uncertainty is reabsorbed in

the process of calibration.
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Fig. 4. Relative differences between the FD energy and the calibrated
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fit of average 0.01 ±0.02 and RMS 0.22.
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the text, for events above E = 1019 eV. The line is a Gaussian fit to
the histogram with reduced χ2 5.9/10, mean 0.014±0.006 and RMS
0.068 ± 0.005.

IV. CALIBRATION

The absolute energy scale is calibrated using the

same procedure adopted in vertical showers, see [14].

A subsample of inclined hybrid events of good quality

is selected using a set of cuts [12], optimised for in-

clined events. For inclined showers, no event above 75◦

survives the cuts. The energy reconstruction procedure

used in the Fluorescence Detector has been described

in [11]. Events reconstructed in the SD with N19 <
0.4 are not considered. This calibration procedure is

done independently for the two reconstruction methods

discussed earlier. For instance, for the code A, the

correlation between the energy obtained from the FD

reconstruction and N19 is shown in figure 3, where the

Page 12
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• N19 zenith independent measure 
of the muon content

• Energy resolution of 22%
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a good energy estimation by avoiding events close to

the border of the array or events which fall in an area

where stations are inactive. Several alternatives were

considered. The one currently used (T5HAS) consists

of accepting only events were the station closest to the

reconstructed core is surrounded by a hexagon of active

stations.

The acceptance of the array is then computed geo-

metrically, counting the number of active hexagons, and

the aperture is calculated for each array configuration

as a function of time. Events with zenith angle greater

than 80◦ are not considered in this analysis, as the

uncertainty in the angular reconstruction increases with

zenith angle, growing rapidly above 80◦. Also at larger
zenith angles, due to the low density of muons, the

fluctuations are larger and the energy reconstruction has

large uncertainty. The total accumulated exposure from

1 January 2004 to 31 December 2008 for zenith angles

< 60◦ is 12790 km2 sr year, the exposure for zenith

angles between 60◦ and 80◦ corresponds to 29 % of

that value. Over 80000 events were found which pass

the T5HAS criteria in the period considered.

III. ANGULAR AND SHOWER SIZE DETERMINATION

The angular and energy determination of inclined

events follows a similar pattern to that for vertical

events. For the angular reconstruction the start times

of the stations are corrected, taking into account the

altitude of the station and the curvature of the Earth

(due to the elongated shapes, the shower can spawn

several tens of kilometers). The corrected start times

are checked against the shower front and the arrival

direction is obtained by χ2 minimisation. We have tested

several approaches to the angular reconstruction. In

addition, good quality hybrid events can be compared

with the Fluorescence Detector reconstruction. Overall,

the angular resolution is of the order of 1◦ [8].

For the energy reconstruction the measured signals

are compared to the expected ones using the following

procedure. First the expected electromagnetic signal,

parameterised with Monte Carlo simulations[9], is sub-

tracted from the total signal. At zenith angles ! 60◦

the electromagnetic contribution is still appreciable and

forms significant fraction of the signal. At larger zenith

angles ! 70◦, the electromagnetic contribution from π0

decay is negligible and only a contribution from the

decay of the muons themselves (and other processes)

is present. This constitute a fraction of the order of 15

%. After the electromagnetic component has been sub-

tracted, the muonic signal is compared to the expected

one taken from ’muon maps’. For inclined events, the

lack of cylindrical symmetry around the shower axis

makes the use of a single variable LDF impossible.

Instead, we have developed muon maps which param-

eterise the muon number expected as a function of the

zenith and azimuth angle. This parameterisation of the

muon maps is done in the plane perpendicular to the

shower arrival direction. In addition, the response of the

Signal (VEM)
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measuring a signal in VEM (vertical equivalent muon) for muons of
zenith angle 60◦ and energy 1 GeV (continuous histogram), 60◦ and
100 GeV (dotted histogram), and 80◦ and 1 GeV (dashed histogram).
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detector to inclined muons has been calculated using

GEANT4. In the figure 1, we show the probability of

muons to produce a given signal for several zenith angles

and muon energies. A single muon arriving at 80◦ zenith
angle can produce a signal of more than 3 VEM.

The shower core and the shower size are simulta-

neously estimated by a likelihood maximisation which

accounts for non–triggering and saturated stations. The

result of this maximisation procedure is then, the shower

size parameter, which can be interpreted as the total

number of muons in the shower. From Monte Carlo

simulations, it has been found that the number of muons

scales with the shower energy and independently of

the zenith angle. For convenience, the maps have been

normalised by the use of N19. N19 = 1 means that

the shower has the same number of muons as a proton

shower generated with QGSJET and of energy 1019 eV.
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for inclined events as a function of the energy. Also shown are the raw vertical data [10] (squares).

linear fit log10(N
A
19) = aA + bA log10(EFD) is also

shown. The best fit yields the values aA = −0.72±0.03
and bA = 0.94 ± 0.03. In figure 4, we show the

relative difference between the energy reconstructed with

the Fluorescence Detector and the Surface Detector

for these events. A fractional RMS of 22% is found

between the two reconstructions, compatible with the

estimated uncertainty in the FD reconstruction and the

SD reconstruction. The same procedure is applied to the

reconstruction code B, obtaining a calibration curve with

parameters aB = −0.6 ± 0.01 and bB = 0.93 ± 0.02.
In the figure 5, we show the relative difference between

the two reconstructed energies after the calibration for

events above 1019 eV. The mean difference between the

two reconstructed energies is below 2 % and the RMS is

of the order of 7%. Therefore, the systematic uncertainty

arising from the different reconstruction methods is

absorbed in the calibration process, resulting in a sys-

tematic uncertainty of the order of 2 %. Other possible

sources of systematics are currently under investigation.

V. RESULTS AND DISCUSSION

Inclined events recorded from 1 January 2004 to 31

December 2008 were analysed using the procedures

outlined above. It was found that above E = 6.3 EeV
the array is fully efficient to T5HAS triggers (efficiency

greater than 98 %). A total of 1750 events where

selected above this energy. The fractional difference

(J/(A × E−2.6) − 1, where A is a constant) is plotted

in figure 6 for the two inclined spectra (A and B) and
for the raw vertical spectrum supplied by the authors of

[10]. At log10(E/eV) < 19.2 differences between the
two inclined spectra are of the order of 10 %. At higher

energy, the difference can be as large as 30 %. A power–

law fit to the spectra for inclined events gives a slope

of γ = 2.79 ± 0.06 in the energy range 6.3 × 1018 eV

to 4.5 × 1019 eV. Above 4.5 × 1019 eV a power–law

fit results in a slope of γ = 5.1 ± 0.9. Alternatively,
extrapolating the power–law fit with γ = 2.79 ± 0.06,
we would expect 54 events above 4.5× 1019 eV, where

only 39 are observed.

The comparison of the inclined event spectrum to

the vertical spectrum can have implications for analysis

of composition and of hadronic models. A change on

composition or hadronic model would imply a different

relation between N19 and E to the one used here. This

could be seen as a change on the inclined spectrum with

respect to the vertical spectrum. This is currently under

investigation.
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γ2 = 2.79± 0.06

γ3 = 5.1± 0.9

Vertical spectrum
Reconstruction A 
Reconstruction B

Auger collab. ICRC09
H. Dembinski PhD thesis, 2009
T. Schmidt PhD thesis, 2010
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Pion decay at source a/o propa.:

π± → µ± + νµ

2νµ + νe

τ → µ + νµ + ντ

τ → e + νe + ντ

τ → hh + ντ

�→ µ± → e± + νe + νµ

Flavour counting

Neutrino oscillation 1νe + 1νµ + 1ντ

→ track    ☹

→ shower  ☻

→ shower  ☻



A vertical shower
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A vertical shower
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Elemental composition: neutrinos
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1 atmosphere

36 x atmosphere

Only a neutrino can induce a young horizontal shower:
• DG: Down-going neutrino (νe, νμ,ντ; CC and NC interactions)  
• ES:   Earth skimming shower (CC in earth; τ decay above ground)

Neutrino Showers:  

• Deep, very inclined (36,000 g cm-2):  elongated shower footprint 

•  Start as broad signals, narrowing as EM particles range out 



«Young» vs «old» showers
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‘old’ showers   (h)
row time distribution

W v re
r

‘young’ showers ( )  

r v re
r
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Neutrino Showers:  

2 D. GÓRA et al. NEUTRINO SIGNATURES IN THE AUGER OBSERVATORY

Fig. 1. (Upper panel) The sketch of a shower induced by the decay
of a τ lepton emerging from the Earth after originating from an Earth-
skimming ντ . The earliest stations are mostly triggered by electrons
and γs; (bottom panel) sketch of length (L) over width (W ) of a
footprint and determination of the apparent velocity (〈V 〉). The 〈V 〉
is given by averaging the apparent velocity, vij = dij/∆tij where dij

is the distance between couples of stations, projected onto the direction
defined by the length of the footprint, L, and ∆tij the difference in
their signal start times.

also a cut of the area of the signal over its peak (AoP)1

value is applied to reject ToT local triggers produced by

consecutive muons hitting a station. Then the elongation

of footprint, defined by the ratio of length (L) over width

(W) of the shower pattern on ground, and the mean

apparent velocity, are basic ingredients to identify very

inclined showers [7], see Fig. 1 (bottom panel) for the

explanation of these observables.

The mean apparent velocity, 〈V 〉 is expected to be
compatible with the speed of light for quasi-horizontal

showers within its statistical uncertainty σ〈V 〉 [8]. Fi-

nally compact configurations of selected ToTs complete

the expected picture of young ν
τ

-induced shower foot-

prints. These criteria were used to calculate an upper

limit on the diffuse flux UHE ν
τ

[8] with the Auger

Observatory and an update of this limit [9], [10].

III. ”DOWN-GOING” NEUTRINOS

The SD array is also sensitive to neutrinos interacting

in the atmosphere and inducing showers close to the

ground [11], [12]. Down-going neutrinos of any flavours

may interact through both charged (CC) and neutral

current (NC) interactions producing hadronic and/or

electromagnetic showers. In case of ν
e

CC interactions,

1The peak corresponds to the maximum measured current of
recorded trace at a single water-Cherenkov detector.
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Fig. 2. (Upper panel) Sketch of a down-going shower initiated in
the interaction of a ν in the atmosphere close to the ground; In the
“early” (“late”) region of the shower before (after) the shower axis
hits the ground we expect broad (narrow) signals in time due to
electromagnetic (muonic) component of the shower; (bottom panel)
the average signal duration of the station as a function of the distance
from the earliest triggering station.

the resulting electrons are expected to induce EM show-

ers at the same point where hadronic products induce

a hadronic shower. In this case the CC reaction are

simulated in detail using HERWIG Monte Carlo event

generator [13]. HERWIG is an event generator for high-

energy processes, including the simulation of hadronic

final states and the internal jet structure. The hadronic

showers induced by outgoing hadrons are practically in-

distinguishable in case of ν NC interactions, so they are
simulated in the same way for three neutrino flavours.

In case of ν
µ

CC interactions the produced muon is ex-

pected to induce shower which are generally weaker i.e.

with a smaller energy transfer to the EAS, and thus with

suppressed longitudinal profile and much fewer particles

on ground. As a consequence, the detection probability

of such shower is low and therefore the produced

muon is neglected and only the hadronic component is

simulated with the same procedure adopted for ν NC

interactions. In case of down-going ν
τ

the produced τ
lepton can travel some distance in the atmosphere, and

then decay into particle which can induce a detectable

shower. Thus, the outcoming hadronic showers initiated

by ν
τ

interactions are usually separated by a certain

distance from the shower initiated by the tau decay.

In this particular case, τ decays were simulated using

TAUOLA [16]. The secondary particles produced by

HERWIG or TAUOLA are injected into the extensive air

shower generator AIRES [17] to produce lateral profiles

of the shower development. Shower simulations were
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• Deep, very inclined (36,000 g cm-2): 

  elongated shower footprint 

•  Start as broad signals, narrowing as EM particles range out 

•   Upgoing events: earth-skimming ντ 

•   Downgoing events: all flavors, CC + NC interactions 

SD event tagging: Neutrinos



SD event tagging: photons

50

Top	
  of	
  atmosphere	
  	
  

“Old”	
  	
  shower	
  (μ)	
  	
  Hadron	
  Shower:	
  
Xmax≈ 700 g cm−2 

Photon	
  Shower:	
  
“Young”	
  	
  shower	
  (e,γ)	
  	
  Xmax≈ 950 g cm−2 

• γ showers develop deep in atmosphere (+200 g cm-2 w.r.t. hadrons)  

• EM particles in shower do not have  time to range out before reaching 
ground level.  Showers look “young”: 
- Moderately inclined 
-  Large scatter in particle arrival  times; large risetime in signal trace 
- Shower front has smaller radius of curvature w.r.t. “old” hadronic shower 

Astropart. Phys. 29 (2008) 243



Hybrid event tagging: photons
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•  Hybrid mode: search for showers
  with unusually deep Xmax using FD  

telescopes  

•   Strong geometry cuts: Xmax 
contained in field of view  

•   Strong profile/fiducial volume 
cuts: vertical and distant showers  
rejected to remove trigger and  
reconstruction biases  

•   Strong atmospheric cuts to 
remove distorted profiles (cloud  
removal)  

Astropart. Phys. 31 (2009), 399-406  



Average shower maximum Xmax
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Average Shower Maximum, 〈Xmax〉

primary protons:

〈Xmax〉 = D10 lg(E) + const

superposition model:

〈Xmax〉 = D10 lg(E/A)+const

elongation rate theorem:

D10 ≤ X0 ln(10)
lg(E/eV)
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Primary protons:

〈Xmax〉= D10 lg(E) + const 

Superposition model:

〈Xmax〉= D10 lg(E/A) + const 



Shower to shower fluctuations
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Shower-to-Shower Fluctuations, RMS(Xmax)

primary protons

RMS(Xmax)
2 = λp+V (Shower)

superposition model...

RMS(A) = RMS(p)/
√
A

...does not work here (frag-

mentation), but qualitatively

RMS(A1) < RMS(A2)

for A1 > A2

lg(E/eV)
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Qualitatively

RMS(A1) < RMS(A2)

for A1 > A2



FD results
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FD Results

! 〈Xmax〉 and RMS vs E
! resolution correction

! broken line fit:

slopes D [g/cm2
/decade]

! comparison to air shower

simulations

! published HiRes data

(update cf. Pierre’s talk)
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χ2/Ndf= 9.7/9

lg(Eb/eV) = 18.2± 0.1

D1 = 106± 35

D2 = 24± 3

χ2/Ndf= 2.2/9

lg(Eb/eV) = 18.3± 0.1

D1 = 5± 20

D2 = −26± 4

〈Xmax〉and RMS vs E

  Broken line fit:
  Slopes D [g/cm2/decade]



Particle physics:
Validation of hadronic interaction models
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Self consistent description of 
Auger data is obtained only with a 
number of muons 1.3 to 1.7 times 
higher predicted by QGSJET-II for 
protons at an energy 25-30% higher 
than that from FD calibration

The results are marginally compatible 
with the predictions of QGSJET-II 
for Iron primaries
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See recent talk by Ralph Engel here at same occasion
(modified x-sections, ...)



Enhancements
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HEAT: High Elevation Auger Telescopes
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• 3 standard Auger telescopes tilted to cover 30 - 60° elevation 
• Custom-made metal enclosures 
• Also prototype study for northern Auger Observatory



HEAT: High Elevation Auger Telescopes
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HEAT events - mono reconstruction
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Hillas model Bereszinsky model
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Figure 6.9: Most intensive transitions in the nitrogen spectrum emerge from three elec-
tronic vibrational states marked by different colors (from [98]).
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Figure 6.10: Temperature profile of the Malargüe monthly models [99] together with the
profile used in this analysis (dashed line).

2P (0, ν ′′) 2P (1, ν ′′) 1N(0, ν ′′)
Fraction [%] 61 31 8
τ0ν′ [ns] 38.93 32.88 65.22
p′ν′ [hPa] 15.30 15.45 1.20

Table 6.2: Parameters used in this analysis (cf. [98]). The values for p′ν′ refer to a temper-
ature of 293 K.

5% up to a height of 24 km (∼ 50 hPa) for dry air (cf. Fig. 6.11) and it is neglected
henceforth. From Fig. 6.11 one can also estimate the intensities of the main transitions

64

60



Monitoring the
atmosphere (Auger)
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Monitor the state of
- the molecular atmosphere
- aerosol distribution and
  scattering properties
- night-time cloud 

lidars 

cloud detection 

UV lasers

radiosondes

infra-red cameras and lidar


